segmentationisbasedmﬂlelomionofthestanandendpointsof'
the speech. The exact specch boundaries can be located and evaluated
for linear predictive codes. The Linear Predictive Codes of the
phonetics related to numericals in Indian regional languages such as
Marathi & Hindi forms the codebook. The LPCs of speech are
transferred over the computer networks in a packet mode. The
optimum distance between the test and the codebook linear predictive
codes can be determined by the Dynamic Time Warping technique.
Depending on the distance. the word is recognized by Nearest
Neighbour rule. The memory required is 1.1 K.

Index Terms

Linear Predictive Codes, Pitch. Protocol

1 Introduction

Fast development and wide distribution of computer networks have
organization of telephone. The global computer network internet enabi
links between different countries The development of the system with
requires speech compression algorithms adapted to Linear predictiv
speech over computer networks, speech flow transfer protocol and telep
In nearly all speech recognition system developed for any language.
preprocessed to extract the features such as pitch [1]. Speech signal in 't
data generated directly by the speech production system and contain all the acoustic
information for recognition. The start and end points of the spoken speech is determined
accurately. Two principle components of speech production system, the vocal track and the

excitation source, can be parameterized by time varying autoregressive filter to find the
Linear Predictive codes (LPC).
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3 Segmentation
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I'he phonctics related to numericals in Indian regional languages such as Mm;u ; ¢
, i ictive Codes > LPCTs are stored to form the

are sampled and analyzed for Lincar Predictive Codes. The LPCs are stored

are s : \

codebook.

4 Pitch Analysis

Pitch dewection is an important task o represent the i;}'cclf Io.r ,I‘c?‘](‘)j:l‘tl()\l\],lindl(il\:
autocorrelation technique estimates the pnc_h o:) l_rf\mc .bz‘lsls‘ b.) lui::;; ;imlid:uj o
technique to reduce the background noise [5]-[8]. The pitch correla i \
sliding window is defined as

s

R(T) = max [maxtRi(T)]
i <

where Ri(T) = C(1. T+i Ysqrt{ CULDC(T+i. T+
Ts - Maximum shding range
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RiT) - Value of the normalized autocorrelation for delay i
Autocorrelation function

N-t
Ck.h=2Z %(n+k)s(n+l)

where s(n) is the low pass speech signal, N i i
cotresponi g pe gnal, is the frame size and k and | are the

5 LPC Analysis

The speech sample can be a i i i 4
e spee pproximated as a linear combination of past sam
.mlmmlzl.ng the sum pf the squared differences over the frames between tz:sactualps':; Ea)s,
d}?:rl:i; (I:mear:y Pre: icted ones, a set of predictive coefficients is determined [9]-{13] P
analysis. hamming windowed samples of samples of i .
:)y If?xed ordur digital system to flatten the speech signal P PP A & phtuesant
n hinear prediction the unknown output is re; ) i i
! oW presented as a linear combination of
known samples, and the prediction coefficients are selected to minimize the meanosql‘x):rset
A

error.
If x1, x2, «3

1ox2, seeeeeeeeeenn . XNoTepresent the data samples and x(n+
predictor for the next sample x(n+1) , then N P K0T represent the
X(n+1)= - (ax,; + Xyt +a,X, ) Y

n
= -leak Nno 1k

and the corresponding error
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apas ... an gives rise to the standard set of linear equations
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H@) =t A2 =vl+az'+ ... + a,z" that generates x(n) representing stable system.
The LPC vectors [ ay, ay, .....a,) generated represents the speech.

6 LPC of Speech Transmission over Computer Networks

The LPCs of speech are transferred over the computer networks in a packet mode. The
packets delivery time can vary depend on the level of current network load. Thus each
packet has unique delivery time that results in packets delay and their rearrangements in the
flow on the reception side. It is necessary to minimize delay entering for restoring and to
provide percent of lost speech packets not more than given threshold. Special rules of
packets- numbering are-assigned to develop the new protocol. Defined 16 bit number is
assigned for each LPC packet transmitted over the network. The rule of numbering is
schematically represented in fig 2.
Numbers of transferred packets
0 2 3 8

0 To 2T0 3To 8T0
Fig 2 Packets numbering rule

The time axis is divided by equal intervals with T, duration. Each number of an upper scale
coincides with the number of LPC of speech packet which has appeared at the encoder
output in the given time moment. The packets are numbered inconsistently. The packet
number corresponds to time interval when the packet was created. So in Fig first four
packets in flow have numbers 0, 2. 3 and 8 accordingly. It is possible to restore the packets
sequence in the flow and also to define the value of a time interval between adjacent
packets by such numbering. These rules allow refusing of packet time stamp transmission.
which is necessarily, is used in the existing protocols and also to considerably reduce the
header size.

7 LPC s of Speech Packets Flow Restoring Algorithm

The main restoring service (RS) component is the buffer where the 1.PCs of speech packets
received form the network are stored. Each packet has defined number. The frame number
zero is fed to the decoder in the moment Ts. During the restoring process the next frame is
selected from the buffer and in the moment TDi is transferred to the decoder. The moment
of i frame decoding is defined by the formula

TDi = Ts + i. To .The a delay of restoring is not entered in the algorithm and the RS output
flow structure coincides with transmitter output flow except for the late frames. The
moment of decoding for packet i is needed for decoding is absent in the butfer at the
moment the probable losses Lpr are estimated by the formula: Lpr = (M, /Mi). 100 %o.
where M, —quantity of lost packets and Mi — quantify of transferred packets. The packet i is
assumed as lost. If these losses do not exceed the threshold Lmax . the skip is fixed . The
defined adjustment of thresholds Lmax and Twmax can provide the steady work of the
system in networks which state is stable and predictable. Flowchart | shows block scheme
of the restoring algorithm.
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8 Dynamic Time Warping Framework

: . s . Numerical | Sampling | Using Using LPC | SNR
Once the patterns have been determined. similarity between test and reference patterns is At8 KHz | Endpoint Analysis
determined due to highly variable speaking rate: pattern similarity involves both time 1 detection
'fllignm'em and d‘istan.ce computation performed simultaneously {14]-[16]. ' i Tkl Gk 384K | 20K 3
The alignment function w (1), which maps reference pattern R onto the corresponding parts E Tk 59K 5
of test pattern T is measured by calculating. optimized distance between the functions i /don// 64K 54. - A
» E /teent/ 64K 41.6K 22K 43
de T Ry= DT~ Ri= Z(Ti-RiY ~ ! Jicharll 64K 352K 19K i3
: . ' \ : ’/ ; 19K N
where Ti and Ri are the iy, components of the vectors T and R respectively. //pach{{ Gk 852K
The Dynamic time warping {(DTW) determines the optimum path, which minimizes the /{sahail 64K 304K 1.6K: 0.86
accumulated distance between test and the reference patterns. Subject 1o a set of path and Iisat/! 64K 32K | 23K 225
. end point constraints. Taathll GaK ST3K 8K 738
. /inau// 4K 38.9K 2.1K 0.75
9 Nearest Neighbour (NN) Rule . ey 6 >
/lshunya// | 64K 51.2K 2.8K 1.6
Ihe codebook contains R reference patterns R'.i=12 ..V .and for cach pattern the

: : . . Tablc 2. Mcmory requirement
aptimum distance 1s determined by DTW technique.

The NN rule is {17] _
¥ op[D'] ie. choose the pattern R'* with optimum distance as the recognized
pattern. ’

1t Conclusion

The phonetics related to numericals in Indian regional languages such as Marathi & Hindi
are recognized very effectively. The technique requires very less memory so as 10 increase
10 Result : the recognition speed with appreciable signal to noise ratio.

. The necessity of new transfer protocol development for LPCs of real time speech

I'he phonetics related to numericals in Indian regional languages such as Marathi & Hindi {ransmission over computer networks in Internet telephony'is considered.

are sampled at 8KHz with 8 bits representing each sample. The data is processed in frame
of 200, samples by hamming window technique with 100-sample step size is selected for
overlapping to smoothen the data to determine the vector of pitch. The vector is obtained
ty pre-cmphasizing speech data to flatten it using first order digital filter H (2)=1-az"' with
coefticient a= -0.97. Table 1 shows the start and end frames of phonetics related to
numericals in Indian regional Marathi language//ek//. Fig 3 & 4 shows the pitch boundaries
& the 1.PC spectrum for the phonetics related to numerical in Indian regional Marathi
lL.anguage /-ek/7 with system order 10.

Table |.Showing the Start & End frames of //ek// = -~

Figures & Flowchart

. ompwa s o g 2 S MEMAOT

Spoken | Starting . | Ending Frame
Word= ek Frame, §.. . .4 - .-
Order=10 | 38 | S8 | -~ -
Order=11... 48 1 0068 - i

§

Table 2 siows the memory requirement for storing the LPC s of speech signal.

Fig 4 shows the spectrum of LPC.
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